Title: Text Representations for Ranking - BOW Encodings

Bag-of-Words (BOW) encodings are widely used in information retrieval systems for representing text documents. In this encoding scheme, each document is represented as a vector, where each dimension corresponds to a unique term in the vocabulary. The value in each dimension represents the frequency or presence of the corresponding term in the document [REF0].

The BOW encoding approach has been shown to perform well in various subject areas and has not been surpassed by other indexing and analysis procedures [REF0]. One advantage of BOW encodings is their simplicity and efficiency in capturing the overall content of a document. By considering the frequency or presence of terms, BOW encodings can capture important information about the document's topic and relevance.

One important consideration in BOW encodings is the treatment of term frequency. The frequency of a term in a document can provide valuable information about its importance. However, it is also important to avoid overemphasizing the contribution of highly frequent terms, which may not necessarily be discriminative [REF2]. Saturation, a property of the BM25 weighting function, limits the contribution of a term to the document score, preventing highly frequent terms from dominating the ranking process [REF2].

Another aspect to consider in BOW encodings is the impact of term reweighting and query expansion. While term reweighting based on relevance feedback can improve search performance, it is not always effective in practice [REF4]. Additionally, expanding the query by adding new terms can also enhance retrieval effectiveness [REF4]. However, these techniques come with costs, such as the need for human evaluation and the computational complexity of the optimization process [REF5].

In BOW encodings, the choice of terms to include in the encoding can significantly impact retrieval performance. Discriminative terms, which have medium document frequency, are often used for content identification without further transformation [REF6]. On the other hand, highly frequent terms can be transformed into lower frequency entities, such as indexing phrases, to improve retrieval performance [REF6].

While BOW encodings have been widely used, alternative approaches have also been proposed. For instance, probabilistic models integrate indexing and retrieval models, using collection statistics to estimate the probabilities of assigning concepts to documents [REF7]. Language models, on the other hand, focus on estimating the probability of generating the query according to each document's language model [REF8].

In conclusion, BOW encodings provide a simple and efficient representation for ranking text documents in information retrieval systems. By considering term frequency and making appropriate adjustments, BOW encodings can capture important information about document relevance. However, alternative approaches, such as probabilistic models and language models, offer different perspectives on text representation and retrieval effectiveness [REF7] [REF8].
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Title: Text Representations for Ranking - LTR Features

In the context of Neural Information Retrieval, text representations play a crucial role in ranking documents for a given query. These representations capture the semantic and contextual information of the text, enabling effective ranking algorithms. In this section, we discuss the use of Learning to Rank (LTR) features for text representations in the ranking process.

LTR features are derived from the training phase, where query/document pairs are labeled for relevance. These labels indicate the degree of match between a document and a query, such as "excellent match" or "good match" [REF0]. Unlike traditional ranking approaches that consider a single set of objects to be ranked, LTR features partition the data by query, allowing for more fine-grained ranking.

One popular approach for LTR features is LambdaRank, which optimizes ranking quality measures like Normalized Discounted Cumulative Gain (NDCG) [REF1]. LambdaRank estimates the gradient of NDCG by fixing all weights except one and computing the variation in NDCG. By plotting the NDCG as a function of the weights, LambdaRank identifies the weights that maximize NDCG, indicating the vanishing gradient at the learned values [REF1].

Another important aspect of LTR features is the consideration of different information retrieval measures. Measures like Mean Reciprocal Rank (MRR), Mean Average Precision (MAP), Expected Reciprocal Rank (ERR), and NDCG handle multiple levels of relevance and incorporate position dependence for results shown to the user [REF3]. These measures provide a comprehensive evaluation of the ranking quality and guide the design of LTR features.

The choice of document representation for generating LTR features is also crucial. Different representations may be suitable for different types of information needs. For example, considering anchor text in the document representation may be more effective for navigational queries, while it may reduce the identification of relevant documents for informational queries [REF5]. Therefore, the type of information need observed in the queries and the document representation used for generating samples can impact the effectiveness of learned models [REF5].

To summarize, LTR features provide a powerful approach for text representations in the ranking process. LambdaRank optimization enables the estimation of gradients for ranking quality measures like NDCG, ensuring effective ranking [REF1]. Additionally, considering different information retrieval measures and choosing appropriate document representations contribute to the overall effectiveness of LTR features [REF3] [REF5].

[REF0] Introduction

[REF1] LambdaRank: Empirical Optimization of NDCG (or other IR Measures)

[REF3] Information Retrieval Measures

[REF5] The observed effectiveness of learned models can be affected by the type of information need observed in the queries, and the used document representation for generating the samples, regardless of the size of these samples.

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF16\_63aaf12163fe9735dfe9a69114937c4fa34f303a.pdf Title: Learning to Rank using Gradient Descent Chunk of text: Introduction Any system that presents results to a user, ordered by a utility function that the user cares about, is performing a ranking function. A common example is the ranking of search results, for example from the Web or from an intranet; this is the task we will consider in this paper. For this problem, the data consists of a set of queries, and for each query, a set of returned documents. In the training phase, some query/document pairs are labeled for relevance (“excellent match”, “good match”, etc.). Only those documents returned for a given query are to be ranked against each other. Thus, rather than consisting of a single set of objects to be ranked amongst each other, the data is instead partitioned by query. In this paper we propose a new approach to this problem.

[REF1] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF15\_0df9c70875783a73ce1e933079f328e8cf5e9ea2.pdf Title: From RankNet to LambdaRank to LabdaMART: An Overview Chunk of text: 4.2 LambdaRank: Empirical Optimization of NDCG (or other IR Measures) Here we briefly describe how we showed empirically that LambdaRank directly optimizes NDCG [12, 7]. Suppose that we have trained a model and that its (learned) parameter values are w ∗ k . We can estimate a smoothed version of the gradient empirically by fixing all weights but one (call it wi), computing how the NDCG (averaged over a large number of training queries) varies, and forming the ratio δM δwi = M −M∗ wi −w ∗ i where for n queries M ≡ 1 n n ∑ i=1 NDCG(i) (8) and where the ith query has NDCG equal to NDCG(i). Now suppose we plot M as a function of wi for each i. If we observe that M is a maximum at wi = w ∗ i for every i, then we know that the function has vanishing gradient at the learned values of the weights, w = w ∗ . (Of course, if we zoom in on the graph with sufficient magnification, we’ll find that the curves are little step functions; we are considering the gradient at a scale at which the curves are smooth). This is necessary but not sufficient to show that the NDCG is a maximum at w = w ∗ : it could be a saddle point.

[REF2] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF15\_0df9c70875783a73ce1e933079f328e8cf5e9ea2.pdf Title: From RankNet to LambdaRank to LabdaMART: An Overview Chunk of text: Note that this does not mean that the gradients are not gradients of a cost. In this section, for concreteness we assume that we are designing a model to learn NDCG.8 Christopher J.C. Burges Microsoft Research Technical Report MSR-TR-2010-82 4.1 From RankNet to LambdaRank The key observation of LambdaRank is thus that in order to train a model, we don’t need the costs themselves: we only need the gradients (of the costs with respect to the model scores). The arrows (λ’s) mentioned above are exactly those gradients. The λ’s for a given URL U1 get contributions from all other URLs for the same query that have different labels. The λ’s can also be interpreted as forces (which are gradients of a potential function, when the forces are conservative): if U2 is more relevant than U1, then U1 will get a push downwards of size |λ| (and U2, an equal and opposite push upwards); if U2 is less relevant than U1, then U1 will get a push upwards of size |λ| (and U2, an equal and opposite push downwards). Experiments have shown that modifying Eq. (3) by simply multiplying by the size of the change in NDCG (|∆NDCG|) given by swapping the rank positions of U1 and U2 (while leaving the rank positions of all other urls unchanged) gives very good results .

[REF3] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF15\_0df9c70875783a73ce1e933079f328e8cf5e9ea2.pdf Title: From RankNet to LambdaRank to LabdaMART: An Overview Chunk of text: This led to a very significant speedup in RankNet training (since a weight update is expensive, since e.g. for a neural net model, it requires a backprop). In fact training time dropped from close to quadratic in the number of urls per query, to close to linear. It also laid the groundwork for LambdaRank, but before we discuss that, let’s review the information retrieval measures we wish to learn. 3 Information Retrieval Measures Information retrieval researchers use ranking quality measures such as Mean Reciprocal Rank (MRR), Mean Average Precision (MAP), Expected Reciprocal Rank (ERR), and Normalized Discounted Cumulative Gain (NDCG). NDCG and ERR have the advantage that they handle multiple levels of relevance (whereas MRR and MAP are designed for binary relevance levels), and that the measure includes a position dependence for results shown to the user (that gives higher ranked results more weight), which is particularly appropriate for web search.

[REF4] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF15\_0df9c70875783a73ce1e933079f328e8cf5e9ea2.pdf Title: From RankNet to LambdaRank to LabdaMART: An Overview Chunk of text: For the two leaf nodes of our stump, a value γl , l = 1,2 is computed, which is just the mean of the y’s of the samples that fall there. In a general regression tree, this process is continued L−1 times to form a tree with L leaves3 . 3 We are overloading notation (the meaning of L) in just this paragraph.12 Christopher J.C. Burges Microsoft Research Technical Report MSR-TR-2010-82 MART is a class of boosting algorithms that may be viewed as performing gradient descent in function space, using regression trees. The final model again maps an input feature vector x ∈ R d to a score F(x) ∈ R. MART is a class of algorithms, rather than a single algorithm, because it can be trained to minimize general costs (to solve, for example, classification, regression or ranking problems). Note, however, that the underlying model upon which MART is built is the least squares regression tree, whatever problem MART is solving. MART’s output F(x) can be written as FN(x)

[REF5] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: Moreover, the most suitable document representation for sampling may vary across different types of information needs. For instance, if the document representation used by the weighting model for obtaining the sample does consider anchor text, then the navigational pages with quality anchor text in their incoming hyperlinks are more likely to be retrieved in the sample (Hawking et al 2004; Plachouras and Ounis 2004). However, we postulate that using anchor text may reduce the number of relevant documents identified for more informational queries. Hence, we hypothesise that: Hypothesis 2 The observed effectiveness of learned models can be affected by the type of information need observed in the queries, and the used document representation for generating the samples, regardless of the size of these samples. Moreover, the choice of learning to rank technique may also have an impact on the effective choice of the sample size.

[REF6] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF15\_0df9c70875783a73ce1e933079f328e8cf5e9ea2.pdf Title: From RankNet to LambdaRank to LabdaMART: An Overview Chunk of text: Algorithm: LambdaMART set number of trees N, number of training samples m, number of leaves per tree L, learning rate η for i = 0 to m do F0(xi) = BaseModel(xi) //If BaseModel is empty, set F0(xi) = 0 end for for k = 1 to N do for i = 0 to m do yi = λi wi = ∂ yi ∂Fk−1 (xi) end for {Rlk} L l=1 // Create L leaf tree on {xi ,yi} m i=1 γlk

[REF7] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: .037 .220 .154 TD04 MAP .182 .004 .220 .017 .220 .019 .175 .002 .151 .050 WT09 ERR@20 .136 .000 .158 .012 .141 .009 .133 .001 .122 .022

[REF8] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF16\_63aaf12163fe9735dfe9a69114937c4fa34f303a.pdf Title: Learning to Rank using Gradient Descent Chunk of text: Unlabeled documents were given rating 0. Ranking accuracy was computed using a normalized discounted cumulative gain measure (NDCG) (Jarvelin & Kekalainen, 2000). We chose to compute the NDCG at rank 15, a little beyond the set of documents initially viewed by most users. For a given query qi , the results are sorted by decreasing score output by the algorithm, and the NDCG is then computed as Ni ≡ Ni X 15 j=1 (2r(j) − 1)/ log(1 + j) (16) where r(j) is the rating of the j’th document, and where the normalization constant Ni is chosen so that a perfect ordering gets NDCG score 1. For those queries with fewer than 15 returned documents, the NDCG was computed for all the returned documents. Note that unlabeled documents does not contribute to the sum directly, but will still reduce the NDCG by displacing labeled documents; also note that Ni = 1 is an unlikely event, even for a perfect ranker, since some unlabeled documents may in fact be highly relevant.

[REF9] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF16\_63aaf12163fe9735dfe9a69114937c4fa34f303a.pdf Title: Learning to Rank using Gradient Descent Chunk of text: [A, B] in Rd , together with target probabilities P¯AB that sample A is to be ranked higher than sample B. This is a general formulation: the pairs of ranks need not be complete (inLearning to Rank using Gradient Descent that taken together, they need not specify a complete ranking of the training data), or even consistent. We consider models f : Rd 7→ R such that the rank order of a set of test samples is specified by the real values that f takes, specifically, f(x1) > f(x2) is taken to mean that the model asserts that x1 B x2. Denote the modeled posterior P(xi Bxj ) by Pij , i, j = 1, . . . , m, and let P¯ ij be the desired target values for those posteriors. Define oi ≡ f(xi) and oij ≡ f(xi) − f(xj ). We will use the cross entropy cost function Cij ≡ C(oij )

........................................................................................................................................................................................................

Title: Text Representations for Ranking - Word Embeddings

Word embeddings have emerged as a powerful technique for representing text in neural information retrieval systems. Word embeddings capture the semantic and syntactic relationships between words by mapping them to dense vector representations in a continuous space. These representations have been widely used in various natural language processing tasks, including information retrieval and ranking.

One popular approach for generating word embeddings is the use of pre-trained models such as GloVe [REF2] and word2vec [REF2]. These models learn word embeddings by leveraging the distributional properties of words in large corpora. GloVe, for example, constructs word embeddings based on the co-occurrence statistics of words in a corpus [REF4]. It captures the global patterns of word co-occurrence, which allows it to capture different types of semantic relationships [REF2]. On the other hand, word2vec is trained to predict words within a local context window, resulting in embeddings that capture more local relationships [REF2].

Word embeddings can be used to represent both query and document text in neural information retrieval systems. The embeddings of the query and document words are combined to form a representation of the query-document pair, which is then used for ranking. Various methods have been proposed to combine word embeddings, including simple averaging, weighted averaging, and more sophisticated neural network architectures [REF0].

One advantage of using word embeddings for ranking is their ability to capture semantic similarity between words. Words that are semantically similar tend to have similar vector representations in the embedding space. This allows the retrieval system to effectively match queries with relevant documents based on their semantic content. Additionally, word embeddings can capture syntactic relationships between words, such as word order and grammatical structure, which can be useful for ranking documents based on their syntactic similarity to the query.

To further enhance the performance of word embeddings for ranking, several techniques have been proposed. One approach is to fine-tune the pre-trained word embeddings on a specific ranking task [REF0]. This involves training a neural network model on a large labeled dataset, where the word embeddings are updated during the training process. Fine-tuning helps to adapt the word embeddings to the specific ranking task, improving their effectiveness in capturing the relevance between queries and documents [REF1].

Another technique is to incorporate language modeling as an auxiliary objective during the fine-tuning process [REF1]. Language modeling helps to improve the generalization of the supervised model and accelerate convergence. By optimizing a combined objective that includes both the ranking loss and the language modeling loss, the fine-tuned model can better capture the semantic and syntactic properties of the text, leading to improved ranking performance [REF1].

In conclusion, word embeddings have become a popular choice for representing text in neural information retrieval systems. They capture semantic and syntactic relationships between words, allowing for effective matching of queries and documents. Fine-tuning and incorporating language modeling as auxiliary objectives further enhance the performance of word embeddings for ranking. These techniques have shown promising results in various information retrieval tasks and continue to be an active area of research in neural information retrieval [REF9].
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[REF3] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF21\_df2b0e26d0599ce3e70df8a9da02e51594e0e992.pdf Title: BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding Chunk of text: Intuitively, it is reasonable to believe that a deep bidirectional model is strictly more powerful than either a left-to-right model or the shallow concatenation of a left-toright and a right-to-left model. Unfortunately, standard conditional language models can only be trained left-to-right or right-to-left, since bidirectional conditioning would allow each word to indirectly “see itself”, and the model could trivially predict the target word in a multi-layered context. former is often referred to as a “Transformer encoder” while the left-context-only version is referred to as a “Transformer decoder” since it can be used for text generation. In order to train a deep bidirectional representation, we simply mask some percentage of the input tokens at random, and then predict those masked tokens. We refer to this procedure as a “masked LM” (MLM), although it is often referred to as a Cloze task in the literature (Taylor, 1953). In this case, the final hidden vectors corresponding to the mask tokens are fed into an output softmax over the vocabulary, as in a standard LM. In all of our experiments, we mask 15% of all WordPiece tokens in each sequence at random.

[REF4] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF20\_f37e1b62a767a307c046404ca96bc140b3e68cb5.pdf Title: GloVe: Global Vectors for Word Representation Chunk of text: 10−5 P(k|ice)/P(k|steam) 8.9 8.5 × 10−2 1.36 0.96 context of word i. We begin with a simple example that showcases how certain aspects of meaning can be extracted directly from co-occurrence probabilities. Consider two words i and j that exhibit a particular aspect of interest; for concreteness, suppose we are interested in the concept of thermodynamic phase, for which we might take i = ice and j = steam. The relationship of these words can be examined by studying the ratio of their co-occurrence probabilities with various probe words, k. For words k related to ice but not steam, say k = solid, we expect the ratio Pik /Pjk will be large.

[REF5] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF20\_f37e1b62a767a307c046404ca96bc140b3e68cb5.pdf Title: GloVe: Global Vectors for Word Representation Chunk of text: i w˜ k ) = Pik = Xik Xi . (5) The solution to Eqn. (4) is F = exp, or, w T i w˜ k = log(Pik ) = log(Xik ) − log(Xi) .

[REF6] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF20\_f37e1b62a767a307c046404ca96bc140b3e68cb5.pdf Title: GloVe: Global Vectors for Word Representation Chunk of text: Training proceeds in an on-line, stochastic fashion, but the implied global objective function can be written as, J = − X i∈corpus j∈context(i) log Qi j . (11) Evaluating the normalization factor of the softmax for each term in this sum is costly. To allow for efficient training, the skip-gram and ivLBL models introduce approximations to Qi j. However, the sum in Eqn. (11) can be evaluated muchmore efficiently if we first group together those terms that have the same values for i and j, J = − X V i=1 X V j=1 Xi j log Qi j , (12) where we have used the fact that the number of like terms is given by the co-occurrence matrix X. Recalling our notation for Xi = P k Xik and Pi j = Xi j/Xi , we can rewrite J as, J = − X V i=1 Xi X V j=1 Pi j log Qi j = X V i=1 XiH(Pi ,Qi) , (13) where H(Pi ,Qi) is the cross entropy of the distributions Pi and Qi , which we define in analogy to Xi . As a weighted sum of cross-entropy error, this objective bears some formal resemblance to the weighted least squares objective of Eqn.

[REF7] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF20\_f37e1b62a767a307c046404ca96bc140b3e68cb5.pdf Title: GloVe: Global Vectors for Word Representation Chunk of text: Though we did not do so, this step could easily be parallelized across multiple machines (see, e.g., Lebret and Collobert (2014) for some benchmarks). Using a single thread of a dual 2.1GHz Intel Xeon E5-2658 machine, populating X with a 10 word symmetric context window, a 400,000 word vocabulary, and a 6 billion token corpus takes about 85 minutes. Given X, the time it takes to train the model depends on the vector size and the number of iterations. For 300-dimensional vectors with the above settings (and using all 32 cores of the above machine), a single iteration takes 14 minutes. See Fig. 4 for a plot of the learning curve. 4.7 Model Analysis: Comparison with word2vec A rigorous quantitative comparison of GloVe with word2vec is complicated by the existence of many parameters that have a strong effect on performance.

[REF8] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF18\_87f40e6f3022adbc1f1905e3e506abad05a9964f.pdf Title: Distributed Representations of Words and Phrases and their Compositionality Chunk of text: Four closest tokens to the sum of two vectors are shown, using the best Skip-gram model. To maximize the accuracy on the phrase analogy task, we increased the amount of the training data by using a dataset with about 33 billion words. We used the hierarchical softmax, dimensionality of 1000, and the entire sentence for the context. This resulted in a model that reached an accuracy of 72%. We achieved lower accuracy 66% when we reduced the size of the training dataset to 6B words, which suggests that the large amount of the training data is crucial. To gain further insight into how different the representations learned by different models are, we did inspect manually the nearest neighbours of infrequent phrases using various models. In Table 4, we show a sample of such comparison.

[REF9] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-Word\_Embeddings/BIBREF22\_077f8329a7b6fa3b7c877a57b81eb6c18b5f87de.pdf Title: RoBERTa: A Robustly Optimized BERT Pretraining Approach Chunk of text: These results depend on a several task-specific modifications, which we describe in Section 5.1. SQuAD The Stanford Question Answering Dataset (SQuAD) provides a paragraph of context and a question. The task is to answer the question by extracting the relevant span from the context. We evaluate on two versions of SQuAD: V1.1 and V2.0 (Rajpurkar et al., 2016, 2018). In V1.1 the context always contains an answer, whereas in 5The authors and their affiliated institutions are not in any way affiliated with the creation of the OpenWebText dataset. 6The datasets are: CoLA (Warstadt et al., 2018), Stanford Sentiment Treebank (SST) (Socher et al., 2013), Microsoft Research Paragraph Corpus (MRPC) (Dolan and Brockett, 2005), Semantic Textual Similarity Benchmark (STS) (Agirre et al., 2007), Quora Question Pairs (QQP) (Iyer et al., 2016), MultiGenre NLI (MNLI) (Williams et al., 2018), Question NLI (QNLI) (Rajpurkar et al., 2016), Recognizing Textual Entailment (RTE) (Dagan et al., 2006; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009) and Winograd NLI (WNLI) (Levesque et al., 2011).V2.0 some questions are not answered in the provided context, making the task more challenging.
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Title: Interaction-focused Systems - Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have been widely used in interaction-focused systems for neural information retrieval. These systems aim to capture the hierarchical matching patterns between query and document pairs to improve relevance matching. In this section, we discuss the use of CNNs in interaction-focused systems and highlight the key differences between these systems and traditional retrieval models.

Existing interaction-focused models, such as ARC-II and MatchPyramid, employ CNNs to learn hierarchical matching patterns over the matching matrix [REF1]. These models use convolutional units with a local "receptive field" to capture positional regularities in matching patterns. However, this approach may not be suitable for ad-hoc retrieval tasks, as relevance matching in these tasks does not necessarily exhibit positional regularity [REF1]. Additionally, CNN parameters in these models treat both exact matching and similarity matching signals equally [REF1]. In contrast, interaction-focused systems using CNNs for ad-hoc retrieval aim to extract hierarchical matching patterns from different levels of interaction signals rather than different positions [REF1].

One example of an interaction-focused system is the Deep Relevance Matching Model (DRMM) [REF0]. DRMM employs a fixed-length matching histogram to capture matching patterns and a feed-forward matching network to learn hierarchical patterns [REF0]. The model also includes a term gating network to compute aggregation weights for the matching scores of each query term [REF0]. Experimental results show that DRMM outperforms traditional retrieval models and existing deep matching models on benchmark collections [REF0].

The design of interaction-focused systems is influenced by the differences between relevance matching in ad-hoc retrieval and semantic matching in other natural language processing tasks [REF3]. Relevance matching in ad-hoc retrieval may be global, assuming short documents have a concentrated topic, or it may occur in any part of a long document due to the Scope Hypothesis [REF3]. These differences affect the architecture of deep models, making it challenging to find a universal solution for different matching problems [REF3]. Most existing deep matching models focus on semantic matching rather than relevance matching, emphasizing compositional meaning and global matching requirements [REF3].

In future work, it is suggested to leverage larger training data, such as click-through logs, to train deeper models like DRMM and explore their potential in ad-hoc retrieval [REF4]. Additionally, incorporating phrase embeddings to treat phrases as a whole rather than separate terms may improve retrieval performance by better reflecting the meaning through local interactions [REF4].

In conclusion, CNNs play a crucial role in interaction-focused systems for neural information retrieval. These systems aim to capture hierarchical matching patterns and address the diverse requirements of relevance matching in ad-hoc retrieval tasks. By leveraging CNNs and considering the differences between relevance matching and semantic matching, these systems have shown promising results in improving retrieval performance.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Convolutional\_Neural\_Networks/BIBREF25\_d51ed05fd05b9d222427a05a87ed88217447b44f.pdf Title: A Deep Relevance Matching Model for Ad-hoc Retrieval Chunk of text: Based on this fixed-length matching histogram, we then employ a feed forward matching network to learn hierarchical matching patterns and produce a matching score. Finally, the overall matching score is generated by aggregating the scores from each query term with a term gating network computing the aggregation weights. We show how our major model designs, including matching histogram mapping, a feed forward matching network, and a term gating network, address the three key factors in relevance matching for ad-hoc retrieval. We evaluate the effectiveness of the proposed DRMM based on two representative ad-hoc retrieval benchmark collections. For comparison, we take into account some wellknown traditional retrieval models, as well as several stateof-the-art deep matching models either designed for the general matching problem or proposed specifically for the adhoc retrieval task. The empirical results show that the existing deep matching models cannot compete with the traditional retrieval models on these benchmark collections, while our model can outperform all the baseline models significantly in terms of all the evaluation metrics. The major contributions of this paper include: 1.

[REF1] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Convolutional\_Neural\_Networks/BIBREF25\_d51ed05fd05b9d222427a05a87ed88217447b44f.pdf Title: A Deep Relevance Matching Model for Ad-hoc Retrieval Chunk of text: Since our model follows the approach of interaction-focused models, we discuss the major differences between the learning of our feed forward matching network and that in previous interactionfocused models. Existing interaction-focused models, e.g., ARC-II and MatchPyramid, employ a CNN to learn hierarchical matching patterns over the matching matrix. These models are basically position-aware using convolutional units with a local “receptive field” and learning positional regularities in matching patterns. This may be suitable for the image recognition task, and work well on semantic matching problems due to the global matching requirement (i.e., all the positions are important). However, it may not be suitable for the ad-hoc retrieval task, since such positional regularity may not exist in relevance matching due to the diverse matching requirement discussed in Section 3. Besides, since CNN parameters are position related, these models will treat both exact matching and similarity matching signals equally. Our deep relevance matching model, on the contrary, aims to extract hierarchical matching patterns from different levels of interaction signals rather than different positions.
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[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Convolutional\_Neural\_Networks/BIBREF26\_ea738439b880ad033ff01602ea52d04b366d0d37.pdf Title: End-to-End Neural Ad-hod Ranking with Kernel Pooling Chunk of text: . At query time, the ranking function considers the similarities of all query and document word pairs, allowing query words to be so-matched to document words. e translation matrix can be calculated via mutual information in a corpus or using user clicks . Word pair interactions have also been modeled by word embeddings. Word embeddings trained from surrounding contexts, for example, word2vec , are considered to be the factorization of word pairs’ PMI matrix
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Title: Interaction-focused Systems - Pre-trained Language Models

Pre-trained language models have revolutionized the field of neural information retrieval by providing a powerful framework for understanding and generating text. These models leverage transfer learning, treating every text processing problem as a "text-to-text" problem, where text is taken as input and new text is generated as output [REF0]. This approach allows for the application of the same model, objective, training procedure, and decoding process to various tasks, enabling flexibility and efficiency in handling different NLP problems [REF0].

One prominent example of pre-trained language models is the Transformer architecture, which has gained significant attention in recent years. The Transformer utilizes self-attention mechanisms to capture dependencies between words in a sentence, enabling it to effectively model long-range dependencies [REF1]. The self-attention mechanism in the decoder also employs autoregressive or causal self-attention, restricting the model to attend only to past outputs [REF1]. Additionally, relative position embeddings have been introduced to provide explicit position signals to the Transformer, enhancing its ability to understand the order of words in a sequence [REF1].

To evaluate the performance of pre-trained language models, various benchmark datasets have been utilized. These datasets include tasks such as Definite Pronoun Resolution (DPR), CNN/Daily Mail for text summarization, and SQuAD for question answering [REF2]. By training on these datasets, pre-trained language models can learn to perform well on a wide range of NLP problems.

In the context of neural information retrieval, pre-trained language models have been applied in interaction-focused systems. These systems aim to enhance the interaction between users and retrieval systems by incorporating user feedback and adapting the retrieval process accordingly. One approach is to use pre-trained language models to generate query suggestions based on user input, improving the relevance and effectiveness of search queries [REF3]. Another approach is to utilize pre-trained language models to personalize search results by considering user preferences and past interactions [REF4].

The training of pre-trained language models involves various strategies, such as proportional mixing, temperature-scaled mixing, and equal mixing of data sets [REF5]. These strategies determine the proportions of data from different tasks that the model is trained on, ensuring that the model sees enough data to perform well on each task without overfitting or underfitting [REF5].

Comparative studies have shown that the BERT-style objective, which involves reconstructing the original uncorrupted text segment, performs well in pre-training language models [REF6]. However, alternative objectives such as prefix language modeling and deshuffling have been explored, with varying degrees of success [REF6]. The choice of objective can significantly impact the performance of pre-trained language models in neural information retrieval tasks.

Efficiency and generalization are important considerations in the training of pre-trained language models. Techniques such as distillation loss and cosine embedding loss have been employed to improve efficiency and align the hidden state vectors of student and teacher models [REF8]. Additionally, the impact of tasks such as Next Sentence Prediction (NSP) and bidirectional representations on model performance has been studied, highlighting the importance of these factors in achieving strong results [REF9].

In summary, pre-trained language models have emerged as a powerful tool in interaction-focused systems for neural information retrieval. These models leverage transfer learning, utilize the Transformer architecture, and are trained on benchmark datasets to perform well on a wide range of NLP tasks. The choice of training objectives, mixing strategies, and efficiency considerations play crucial roles in the performance and applicability of pre-trained language models in the field of neural information retrieval.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Pre-trained\_Language\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: Motivated by a need for more rigorous understanding, we leverage a unified approach to transfer learning that allows us to systematically study different approaches and push the current limits of the field. The basic idea underlying our work is to treat every text processing problem as a “text-to-text” problem, i.e. taking text as input and producing new text as output. This approach is inspired by previous unifying frameworks for NLP tasks, including casting all text problems as question answering (McCann et al., 2018), language modeling (Radford et al., 2019), or span extraction Keskar et al. (2019b) tasks. Crucially, the text-to-text framework allows us to directly apply the same model, objective, training procedure, and decoding process to every task we consider. We leverage this flexibility by evaluating performance on a wide variety of English-based NLP problems, including question answering, document 2. [http://commoncrawl.org](http://commoncrawl.org/) 2Exploring the Limits of Transfer Learning "translate English to German: That is good." "cola sentence: The course is jumping well."
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[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Pre-trained\_Language\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: For example, we might train a single model on many tasks, but when reporting performance we are allowed to select a different checkpoint for each task. This loosens the multi-task learning framework and puts it on more even footing compared to the pre-train-then-fine-tune approach we have considered so far. We also note that in our 30Exploring the Limits of Transfer Learning unified text-to-text framework, “multi-task learning” simply corresponds to mixing data sets together. It follows that we can still train on unlabeled data when using multi-task learning by treating the unsupervised task as one of the tasks being mixed together. In contrast, most applications of multi-task learning to NLP add task-specific classification networks or use different loss functions for each task (Liu et al., 2019b). As pointed out by Arivazhagan et al. (2019), an extremely important factor in multi-task learning is how much data from each task the model should be trained on. Our goal is to not under- or over-train the model—that is, we want the model to see enough data from a given task that it can perform the task well, but not to see so much data that it memorizes the training set.

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Pre-trained\_Language\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: Overall, we find that the BERT-style objective performs best, though the prefix language modeling objective attains similar performance on the translation tasks. Indeed, the motivation for the BERT objective was to outperform language model-based pre-training. The deshuffling objective performs considerably worse than both prefix language modeling and the BERT-style objective. 21Raffel, Shazeer, Roberts, Lee, Narang, Matena, Zhou, Li and Liu Objective GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo BERT-style (Devlin et al., 2018) 82.96 19.17 80.65 69.85 26.78 40.03 27.41 MASS-style (Song et al., 2019) 82.32 19.16 80.10 69.28 26.79 39.89 27.55 F Replace corrupted spans 83.28 19.24 80.88 71.36 26.98 39.82 27.65 Drop corrupted tokens 84.44 19.31 80.52 68.67 27.07 39.76 27.82 Table 5: Comparison of variants of the BERT-style pre-training objective. In the first two variants, the model is trained to reconstruct the original uncorrupted text segment.
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[REF9] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Pre-trained\_Language\_Models/BIBREF21\_df2b0e26d0599ce3e70df8a9da02e51594e0e992.pdf Title: BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding Chunk of text: This is directly comparable to OpenAI GPT, but using our larger training dataset, our input representation, and our fine-tuning scheme. We first examine the impact brought by the NSP task. In Table 5, we show that removing NSP hurts performance significantly on QNLI, MNLI, and SQuAD 1.1. Next, we evaluate the impact of training bidirectional representations by comparing “No NSP” to “LTR & No NSP”. The LTR model performs worse than the MLM model on all tasks, with large drops on MRPC and SQuAD. For SQuAD it is intuitively clear that a LTR model will perform poorly at token predictions, since the token-level hidden states have no rightside context. In order to make a good faith attempt at strengthening the LTR system, we added a randomly initialized BiLSTM on top.
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Title: Interaction-focused Systems - Ranking with Encoder-only Models

Encoder-only models have gained significant attention in the field of neural information retrieval due to their ability to effectively rank documents based on user interactions. These models focus on capturing the relevance between queries and documents by leveraging the power of deep learning techniques.

One approach to ranking with encoder-only models is based on the use of conditional probability. By decomposing the conditional probability of a sequence, the relevance of a document given a query can be estimated [REF0]. This approach considers the probability of each symbol in the target sequence given the source sentence encoding and the decoded target sequence so far. The decoder, implemented as a combination of an RNN network and a softmax layer, generates a probability distribution over candidate output symbols [REF0].

Another challenge in ranking with encoder-only models is the impact of quantization errors, especially when dealing with deep LSTMs and long sequences. To address this challenge, techniques such as quantized arithmetic can be employed to speed up inference without compromising translation quality [REF1]. Additional constraints can be added during training to ensure that the model is quantizable with minimal impact on the output. Experimental results have shown that these constraints do not hinder model convergence or the quality of the model [REF1].

Passage re-ranking is an essential stage in interaction-focused systems, where each document is scored and re-ranked using a more computationally-intensive method [REF2]. BERT, a popular language model, can be used as a re-ranker by feeding the query as sentence A and the passage text as sentence B [REF2]. By truncating the query to a certain number of tokens, the relevance score of each candidate passage can be estimated [REF2].

The advent of deep learning has revolutionized the field of information retrieval, particularly in the context of neural ranking models [REF3]. These models leverage continuous vector space representations and neural architectures to eliminate the need for manual feature engineering [REF3]. Various neural ranking models, such as DRMM, DUET, KNRM, and Co-PACRR, have been proposed and have shown promising results [REF3]. It is important to note that most neural ranking models are re-ranking models, operating over a list of candidate documents generated by a query [REF3].

Incorporating contextualized word representations into existing neural architectures has been shown to improve ad-hoc document ranking [REF4]. Joint models that combine BERT's classification vector with existing neural ranking architectures have been proposed to leverage the benefits of both approaches [REF4]. Additionally, techniques for addressing the performance impact of computing contextualized language models have been explored, such as partial computation of language model representations [REF4].

Efficiency and effectiveness are crucial factors in interaction-focused systems. The effectiveness of duoBERT, a combination of monoBERT and duoBERT stages, has been evaluated by varying the number of candidates [REF5]. Aggregation methods like BINARY and SUM have shown promising results in terms of effectiveness on different datasets [REF5]. The number of inferences per query can be optimized based on the number of candidates, providing a trade-off between efficiency and effectiveness [REF5].

Relevance matching models have proven to be effective in neural ranking, without requiring massive amounts of behavioral data [REF6]. Techniques such as PACRR increase the maximum number of term matches to improve back-propagation to the language model [REF6]. Contextualized language models, such as ELMo and BERT, have been widely used in neural ranking experiments [REF6]. While ELMo encodes the query and document separately, BERT enables simultaneous encoding of the query and document using Segment A and Segment B embeddings [REF6].

In the design and implementation of encoder-only models, the use of LSTM RNNs with residual connections has shown promising results [REF7]. Residual connections between layers encourage gradient flow and improve the accuracy of the models [REF7]. To enhance parallelism, attention is connected from the bottom layer of the decoder network to the top layer of the encoder network [REF8]. Low-precision arithmetic and specialized hardware, such as Google's Tensor Processing Unit (TPU), are employed to improve inference time [REF8]. Sub-word units, known as "wordpieces," are used to effectively handle rare words [REF8].

To rank candidate translations, a scoring function that incorporates length normalization and coverage penalty can be employed [REF9]. Length normalization ensures that the length of the translation does not bias the ranking, while the coverage penalty favors translations that fully cover the source sentence [REF9]. The scoring function takes into account the conditional probability of the translation given the source sentence and the coverage of the source sentence by the translation [REF9].

In summary, interaction-focused systems that utilize encoder-only models have shown promising results in ranking documents based on user interactions. These models leverage techniques such as conditional probability, quantized arithmetic, and contextualized language models to improve the accuracy and efficiency of the ranking process. The design and implementation of these models involve considerations such as residual connections, low-precision arithmetic, and scoring functions that account for length normalization and coverage penalty.
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Title: Interaction-focused Systems - Ranking with Encoder-decoder Models

Encoder-decoder models have gained significant attention in the field of neural information retrieval due to their ability to capture the interaction between queries and documents. These models employ a two-step process, where the encoder encodes the query and document representations, and the decoder generates a relevance score or ranking based on the encoded representations. In this section, we discuss the use of encoder-decoder models for ranking in interaction-focused systems.

One important aspect in training encoder-decoder models is the choice of pre-training data. Liu et al. [REF0] observed that pre-training on a diverse dataset leads to improved performance on downstream tasks. This finding has motivated research on domain adaptation for natural language processing [REF0]. However, pre-training on a single domain often results in smaller datasets, which can limit the model's performance [REF0]. It is crucial to investigate the impact of using smaller pre-training datasets on the performance of encoder-decoder models [REF0].

Another approach to evaluate the effectiveness of encoder-decoder models is through open-domain cloze-style question answering tasks. REF2 compares the performance of BERT-large, a widely used encoder-decoder model, with the supervised DrQA model. The results show a performance gap between the two models, highlighting the potential of encoder-decoder models in information retrieval tasks [REF2]. Additionally, REF3 demonstrates that increasing the model size improves performance on the Children's Book Test, indicating the importance of model capacity in encoder-decoder systems [REF3].

To enhance the training process of encoder-decoder models, various objectives have been proposed. One such objective is the "masked language modeling" (MLM) objective, inspired by BERT [REF4]. MLM involves corrupting a portion of the tokens in a span of text and training the model to reconstruct the original tokens. In the case of encoder-decoder models, the entire uncorrupted sequence is used as the target [REF4]. Another objective, known as deshuffling, has been applied to denoising sequential autoencoders [REF4]. These objectives contribute to the overall performance of encoder-decoder models in ranking tasks.

The architecture of encoder-decoder models allows for task conditioning, where tasks, inputs, and outputs are specified as sequences of symbols [REF6]. This flexibility enables the model to infer and perform various tasks, such as translation and reading comprehension, using a single model [REF6]. The ability of encoder-decoder models to handle multiple tasks makes them versatile in information retrieval scenarios.

In terms of performance, encoder-decoder models have achieved state-of-the-art results in various benchmarks [REF7]. Larger model sizes have been found to be crucial for achieving the best performance across different tasks [REF7]. The performance of encoder-decoder models has surpassed previous state-of-the-art models in natural language inference tasks, where machine performance historically lagged behind human performance [REF7].

In conclusion, encoder-decoder models have shown promise in ranking tasks within interaction-focused systems. The choice of pre-training data, model capacity, and training objectives play significant roles in enhancing the performance of these models. Furthermore, the flexibility of encoder-decoder architectures allows for multitask learning and the ability to handle various information retrieval tasks.
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[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF41\_9405cc0d6169988371b2755e573cc28650d14dfe.pdf Title: Language Models are Unsupervised Multask Learners Chunk of text: This has been variously formalized in multitask and meta-learning settings. Task conditioning is often implemented at an architectural level, such as the task specific encoders and decoders in (Kaiser et al., 2017) or at an algorithmic level such as the inner and outer loop optimization framework of MAML (Finn et al., 2017). But as exemplified in McCann et al. (2018), language provides a flexible way to specify tasks, inputs, and outputs all as a sequence of symbols. For example, a translation training example can be written as the sequence (translate to french, english text, french text). Likewise, a reading comprehension training example can be written as (answer the question, document, question, answer). McCann et al. (2018) demonstrated it was possible to train a single model, the MQAN,Language Models are Unsupervised Multitask Learners to infer and perform many different tasks on examples with this type of format. Language modeling is also able to, in principle, learn the tasks of McCann et al.
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Title: Interaction-focused Systems - Fine-tuning Interaction-focused Systems

Fine-tuning interaction-focused systems is an important aspect of neural information retrieval. In this section, we discuss the concept of fine-tuning and its relevance in improving the performance of interaction-focused systems.

One approach to fine-tuning interaction-focused systems is through the use of similarity information. Wagstaff et al. proposed a promising approach for clustering with similarity information [REF0]. This approach involves searching for a clustering that puts similar pairs into the same clusters and dissimilar pairs into different clusters, based on the information provided. By incorporating similarity side-information, this method aims to align the clustering results with a user's notion of meaningful clusters. However, it is important to note that the constraints used in this approach do not generalize well to previously unseen data [REF0].

Another approach to fine-tuning interaction-focused systems is through the use of distance metrics. By learning a distance metric that respects the relationships between similar pairs of points, the performance of clustering algorithms can be improved [REF1]. This approach poses metric learning as a convex optimization problem, allowing for efficient algorithms that are free from local optima [REF1]. The learned metrics can be diagonal or full, depending on the problem at hand [REF1]. Experimental results have shown that using learned metrics leads to significantly improved performance over naive K-means clustering [REF3].

One distinguishing feature of fine-tuning interaction-focused systems is the ability to learn a full metric over the input space, rather than focusing solely on the training set [REF2]. This allows for better generalization to previously unseen data [REF2]. Additionally, fine-tuning methods can be used as a pre-processing step to enhance the performance of unsupervised algorithms such as LLE and MDS [REF2]. By incorporating the methods proposed in conjunction with existing approaches, better solutions can be achieved [REF2].

The evaluation of fine-tuned interaction-focused systems is crucial in assessing their effectiveness. Accuracy measures, such as the agreement between the clustering results and the "true" clustering, can be used to evaluate the performance [REF4]. Experimental results have shown that fine-tuned interaction-focused systems outperform traditional clustering algorithms, such as K-means and constrained K-means, in various datasets [REF7]. The use of learned diagonal or full metrics has led to significantly improved performance in most cases [REF7].

In conclusion, fine-tuning interaction-focused systems plays a vital role in improving the performance of neural information retrieval. By incorporating similarity information and learning distance metrics, these systems can better align with a user's notion of meaningful clusters and achieve improved clustering performance. The ability to generalize to previously unseen data and the potential for enhancing existing unsupervised algorithms make fine-tuning an important aspect of interaction-focused systems.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: While these methods often learn good metrics for classification, it is less clear whether they can be used to learn good, general metrics for other algorithms such as K-means, particularly if the information available is less structured than the traditional, homogeneous training sets expected by them. In the context of clustering, a promising approach was recently proposed by Wagstaff et al. for clustering with similarity information. If told that certain pairs are “similar” or “dissimilar,” they search for a clustering that puts the similar pairs into the same, and dissimilar pairs into different, clusters. This gives a way of using similarity side-information to find clusters that reflect a user’s notion of meaningful clusters. But similar to MDS and LLE, the (“instance-level”) constraints that they use do not generalize to previously unseen data whose similarity/dissimilarity to the training set is not known. We will later discuss this work in more detail, and also examine the effects of using the methods we propose in conjunction with these methods.
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[REF3] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means. In most of the problems, using a learned metric with constrained K-means (the 5th bar for diagonal 5 , 6th bar for full 5 ) also outperforms using constrained K-means alone (4th bar), sometimes by a very large 8 In the case of many (­‑) clusters, this evaluation metric tends to give inflated scores since almost any clustering will correctly predict that most pairs are in different clusters. In this setting, we therefore modified the measure averaging not only I J , IL drawn uniformly at random, but from the same cluster (as determined by ! ) with chance 0.5, and from different clusters with chance 0.5, so that “matches” and “mis-matches” are given the same weight. All results reported here used K-means with multiple restarts, and are averages over at least 20 trials (except for wine, 10 trials). 9F was generated by picking a random subset of all pairs of points sharing the same class !

- ­ where ­ B is the indicator function ( ­ $ ­ , ­ \*/ $ < ). This is equivalent to the probability that for two pointsL ,! drawn randomly from the dataset, our clustering % agrees with the “true” clustering % on whetherZ and!belong to same or different clusters.8 As a simple example, consider Figure 4, which shows a clustering problem in which the “true clusters” (indicated by the different symbols/colors in the plot) are distinguished by their -coordinate, but where the data in its original space seems to cluster much better according to their # -coordinate. As shown by the accuracy scores given in the figure, both K-means and constrained K-means failed to find good clusterings. But by first learning a distance metric and then clustering according to that metric, we easily find the correct clustering separating the true clusters from each other.
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[REF7] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: As shown by the accuracy scores given in the figure, both K-means and constrained K-means failed to find good clusterings. But by first learning a distance metric and then clustering according to that metric, we easily find the correct clustering separating the true clusters from each other. Figure 5 gives another example showing similar results. We also applied our methods to 9 datasets from the UC Irvine repository. Here, the “true clustering” is given by the data’s class labels. In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means.
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Title: Interaction-focused Systems - Dealing with long texts

In the field of Neural Information Retrieval, interaction-focused systems have gained significant attention due to their ability to handle long texts effectively. Long texts, such as documents or articles, pose a challenge for traditional information retrieval systems as they require a deeper understanding of the content to provide accurate and relevant results. In this section, we discuss various approaches and techniques used in interaction-focused systems to address the issue of dealing with long texts.

One popular approach in interaction-focused systems is the use of pre-trained language models (PLMs) [REF1]. PLMs, such as BERT, ELECTRA, and T5, have shown remarkable performance in ad-hoc retrieval benchmarks by learning contextualized representations of input sequences using transformer encoder architecture [REF1]. However, the computational complexity of the transformer's self-attention mechanism limits the sequence length, often resulting in truncation or reduction of the input sequence [REF1]. This limitation hinders the ability of PLMs to effectively handle long texts.

To overcome the challenge of handling long texts, researchers have explored various strategies. One such strategy is passage representation aggregation, which aims to capture the diverse matching features and understand the content of the query/document [REF2] [REF3]. Passage aggregation strategies have been compared on benchmark datasets, demonstrating the value of aggregating passage representations [REF2]. Additionally, reducing the computational cost of transformer-based representation aggregation by decreasing the model size has been analyzed [REF2]. The effectiveness of transformer-based representation aggregation has also been studied in relation to the number of passages considered [REF2]. These analyses provide insights into the most effective aggregation strategies for different benchmarks.

In the context of passage representation aggregation, several models have been proposed. Birch-Passage is an improved variant of the original Birch model that uses passages instead of sentences as input, is trained end-to-end, and is fine-tuned on the target corpus [REF0] [REF6]. These modifications align Birch-Passage with other models and baselines, resulting in improved effectiveness over the original Birch model [REF0] [REF6]. Another model, PARADE, adopts a hierarchical approach to consume passage representations and consistently outperforms other variants [REF7]. PARADE-Transformer, in particular, demonstrates comparable ranking effectiveness with T5-3B while using only a fraction of the parameters [REF7]. These models showcase the effectiveness of passage representation aggregation in handling long texts.

Furthermore, the number of passages considered plays a crucial role in the effectiveness of passage representation aggregation models [REF5]. Training on more passages than used at inference time has been shown to improve the models' effectiveness [REF5]. This trade-off between efficiency and effectiveness highlights the importance of considering the number of passages in interaction-focused systems.

In conclusion, interaction-focused systems have made significant progress in dealing with long texts by leveraging passage representation aggregation and pre-trained language models. These approaches enable a deeper understanding of the content and improve the effectiveness of information retrieval systems. Future research in this area can explore further enhancements to passage representation aggregation and investigate the impact of different aggregation strategies on specific benchmarks.
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Title: Representation-focused Systems - Single Representations

Representation-focused systems in neural information retrieval aim to improve the effectiveness of information retrieval by focusing on the representation of documents and queries. In this section, we discuss the use of single representations in representation-focused systems.

One approach to representation-focused systems is the use of signature capture tablets for authentication purposes. These tablets capture dynamic information and the trajectory of a pen in the air, making it difficult for forgers to imitate signatures [REF0]. By incorporating such information into the representation of signatures, the task of a forger is made more challenging. Studies have shown that the pen up trajectory is hard to imitate and less repeatable for the signer [REF0].

Another area where single representations are utilized is in reading comprehension tasks. The SQuAD v1.1 dataset, for example, provides a benchmark for reading comprehension research [REF1]. Annotators are presented with a Wikipedia paragraph and asked to write questions that can be answered from the given text. While SQuAD lacks context in the absence of the provided paragraph, it is still used for fair comparisons to previous work [REF1]. In these tasks, the single representation of the given text plays a crucial role in understanding and answering the questions.

In the context of question answering, there are approaches that directly encode candidate answer phrases as vectors, bypassing the need for passage retrieval [REF2]. This encoding allows for efficient retrieval of answers to input questions. Additionally, joint training schemes have been proposed to train question encoders and readers simultaneously, resulting in improved performance on open-domain QA datasets [REF2]. These approaches demonstrate the effectiveness of single representations in capturing the relevant information for answering questions.

Furthermore, single representations have been used in the context of search engine cache management. Solid-state drives (SSDs) have been shown to impact the cache management of search engines [REF3]. The representation of the cache and the retrieval of relevant information from it are crucial for efficient search engine operations. Understanding the impact of SSDs on cache management helps optimize the representation and retrieval processes in search engines.

In the field of algorithm selection in early-stage retrieval, single representations have been employed to drive the selection process [REF4]. By leveraging query-driven algorithm selection, the most appropriate retrieval algorithm can be chosen based on the representation of the query. This approach improves the efficiency and effectiveness of the retrieval process.

In summary, representation-focused systems that utilize single representations have shown promising results in various domains of information retrieval. Whether it is capturing dynamic information for authentication, understanding and answering questions, optimizing cache management, or driving algorithm selection, single representations play a crucial role in improving the effectiveness and efficiency of information retrieval systems.
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Title: Representation-focused Systems - Multiple Representations

Representation-focused systems in neural information retrieval often leverage multiple representations to enhance the retrieval process. These systems aim to capture different aspects of the query and document information, allowing for more effective matching and ranking. In this section, we discuss the use of multiple representations in representation-focused systems and their impact on retrieval performance.

One approach to incorporating multiple representations is through the use of bag-of-embeddings. For example, in [REF0], the authors propose a method that computes bags of embeddings for queries and documents. The embeddings are obtained by passing the input sequences through BERT and subsequent linear layers. The document encoder filters out embeddings corresponding to punctuation symbols, hypothesizing that contextualized embeddings of punctuation are unnecessary for effectiveness. The bags of embeddings are then used for late interaction, where the relevance score between a query and a document is estimated based on their bags of contextualized embeddings.

Another technique is the use of cross-encoders, which jointly encode the context and candidate representations to obtain a final representation [REF1]. In this approach, the context and candidate are concatenated into a single vector and encoded using a transformer. This allows for rich interactions between the context and candidate, enhancing the representation of the information for retrieval purposes.

Query augmentation is another important aspect of representation-focused systems. It involves the use of masked tokens to expand queries with new terms or re-weigh existing terms based on their importance for matching the query [REF2]. By augmenting the queries, the system can learn to produce query-based embeddings at the positions corresponding to these masks, improving the retrieval effectiveness.

In terms of training and inference, representation-focused systems often employ techniques such as negative sampling and approximate search to enhance efficiency [REF1][REF4]. Negative sampling allows for faster training by considering other elements of the batch as negatives. This approach enables the reuse of embeddings computed for each candidate and the use of larger batch sizes. Approximate search, on the other hand, enables efficient retrieval by re-ranking a subset of top-scoring candidates from each system, reducing the computational cost of ranking a large number of documents.

The choice of representations and their dimensions also plays a crucial role in representation-focused systems. For example, the dimension of the embeddings can impact the efficiency of query encoding and the space footprint of documents [REF2]. By controlling the dimension of the embeddings, the system can optimize the execution time and memory usage during retrieval.

In summary, representation-focused systems leverage multiple representations to enhance the retrieval process. These systems employ techniques such as bag-of-embeddings, cross-encoders, query augmentation, negative sampling, and approximate search to improve retrieval effectiveness and efficiency. The choice of representations and their dimensions further contributes to the overall performance of these systems.
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Title: Representation-focused Systems - Fine-tuning Representation-focused Systems

In representation-focused systems, the goal is to map raw text features into a low-dimensional semantic feature space to compute relevance scores between documents and queries. However, there are challenges in handling large vocabulary sizes and managing computational costs [REF0] [REF2]. To address these issues, various techniques have been proposed in the literature.

One approach is word hashing, which is used as the first layer of the deep neural network (DNN) [REF0]. This method involves using linear hidden units with a weight matrix of a manageable size, instead of learning a weight matrix of a very large size. By employing word hashing, the input layer size of the neural network becomes more manageable for inference and model training. The word hashing method will be described in detail in the following section.

Another technique used in representation-focused systems is fine-tuning, which involves training the model parameters to optimize the performance of the system [REF8]. Fine-tuning is typically performed in two stages. In the first stage, a stack of generative models, such as restricted Boltzmann machines, is used to map the term vector representation of a document to a low-dimensional semantic concept vector. In the second stage, the model parameters are fine-tuned to minimize the cross-entropy error between the original term vector and the reconstructed term vector. The intermediate layer activations serve as features for document ranking [REF8].

In the context of neural information retrieval, fine-tuning has been applied to various representation-focused systems. For example, Dense Passage Retriever (DPR) utilizes fine-tuning to improve retrieval performance [REF3]. By training a strong retriever and reader in isolation, DPR leverages available supervision effectively and outperforms comparable joint training approaches [REF1]. Additionally, the use of fine-tuning in conjunction with other techniques, such as combining DPR with BM25, has shown further improvements in retrieval accuracy [REF7].

To train representation-focused systems, a supervised training method is often employed to learn the model parameters [REF5]. This method involves maximizing the conditional likelihood of clicked documents given queries. The posterior probability of a document given a query is computed using the semantic relevance score between them, and a softmax function is applied to obtain the probability distribution. The model parameters are estimated to maximize the likelihood of clicked documents across the training set [REF5] [REF9].

In summary, fine-tuning plays a crucial role in representation-focused systems by optimizing the model parameters to improve retrieval performance. Techniques such as word hashing and supervised training methods contribute to addressing challenges related to large vocabulary sizes and computational costs. These approaches have been successfully applied in various neural information retrieval systems, leading to significant improvements in retrieval accuracy.
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[REF2] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: Second, in order to make the computational cost manageable, the term vectors of documents consist of only the most-frequent 2000 words. In the next section, we will show our solutions to these two problems. 3. DEEP STRUCTURED SEMANTIC MODELS FOR WEB SEARCH 3.1 DNN for Computing Semantic Features The typical DNN architecture we have developed for mapping the raw text features into the features in a semantic space is shown in Fig. 1. The input (raw text features) to the DNN is a highdimensional term vector, e.g., raw counts of terms in a query or a document without normalization, and the output of the DNN is a concept vector in a low-dimensional semantic feature space. ThisDNN model is used for Web document ranking as follows: 1) to map term vectors to their corresponding semantic concept vectors; 2) to compute the relevance score between a document and a query as cosine similarity of their corresponding semantic concept vectors; rf.

[REF3] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF50\_79cd9f77e5258f62c0e15d11534aea6393ef73fe.pdf Title: Dense Passage Retrieval for Open-Domain Question Answering Chunk of text: In this section, we evaluate the retrieval performance of our Dense Passage Retriever (DPR), along with analysis on how its output differs from 6We use the unfiltered TriviaQA version and discard the noisy evidence documents mined from Bing. 7The improvement of using gold contexts over passages that contain answers is small. See Section 5.2 and Appendix A.Training Retriever Top-20 Top-100 NQ TriviaQA WQ TREC SQuAD NQ TriviaQA WQ TREC SQuAD None BM25 59.1 66.9 55.0 70.9 68.8 73.7 76.7 71.1 84.1 80.0 Single DPR 78.4 79.4 73.2 79.8 63.2 85.4 85.0 81.4 89.1 77.2 BM25 + DPR 76.6 79.8 71.0 85.2 71.5 83.8 84.5 80.5 92.7 81.3 Multi DPR 79.4 78.8 75.0 89.1 51.6 86.0 84.7 82.9 93.9 67.6 BM25 + DPR 78.0 79.9 74.7 88.5 66.2 83.9 84.4 82.3 94.1 78.6 Table 2: Top-20 & Top-100 retrieval accuracy on test sets, measured as the percentage of top 20/100 retrieved passages that contain the answer. Single and Multi denote that our Dense Passage Retriever (DPR) was trained using individial or combined training datasets (all the datasets excluding SQuAD).
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Title: Retrieval Architectures and Vector Search - MIP and NN Search Problems

In the context of Neural Information Retrieval, retrieval architectures and vector search play a crucial role in efficiently finding approximate solutions for Maximum Inner Product Search (MIPS) problems. MIPS involves finding a data vector from a collection of "database" vectors that maximizes the inner product with a given query vector [REF8]. To address this problem, researchers have proposed various retrieval architectures and vector search techniques, such as Locality Sensitive Hashing (LSH) and its variants.

LSH is a popular tool for approximate nearest neighbor search and has been widely used in different settings [REF8]. It involves mapping data vectors to hash codes in such a way that similar vectors are likely to have the same or similar hash codes. This enables efficient retrieval of approximate nearest neighbors by searching for vectors with the same hash codes. In the case of MIPS, Shrivastava and Li (2014a) argue that there is no symmetric LSH for inner product similarity and propose two distinct mappings, one for database objects and the other for queries, which yield an asymmetric LSH for MIPS [REF9].

One specific variant of LSH for MIPS is L2-ALSH(SL), which combines the standard L2 hash function with a pair of mappings, P(x) and Q(y) [REF0]. P(x) maps a data vector x to a transformed vector that includes the magnitudes of its components, while Q(y) is a fixed vector used for queries. The L2 hash function, h L2 a,b(x), is then applied to the transformed vectors, where a and b are random vectors [REF0]. The resulting hash codes can be used to efficiently search for approximate nearest neighbors in the MIPS problem.

To optimize the performance of L2-ALSH(SL) and other LSH-based methods, parameter tuning is often required. Shrivastava and Li (2014a) suggest using grid search to find a bound on the optimal hashing quality ρ [REF1]. This optimization problem is non-convex, and finding the best parameters m, U, and r can be challenging. However, by optimizing over these parameters, the hash with the best ρ can be obtained [REF1].

In addition to L2-ALSH(SL), other LSH-based methods have been proposed for MIPS, such as SIGN-ALSH(SL) and SIMPLE-LSH [REF4]. SIGN-ALSH(SL) is a modified hash that uses random projections and an asymmetric transform similar to L2-ALSH(SL) [REF4]. SIMPLE-LSH, on the other hand, does not require any parameters and has shown significant empirical improvement over L2-ALSH(SL) [REF4]. It is symmetric, parameter-free, and universal, making it a promising option for MIPS [REF7].

It is worth noting that the choice between symmetric and asymmetric LSH depends on the specific requirements of the problem. In some cases, a symmetric LSH may not be possible, but a universal asymmetric LSH can be used [REF6]. Furthermore, even in the MIPS setting where an asymmetric hash is not needed, an asymmetric view of the problem is required [REF7]. This highlights the importance of considering both symmetric and asymmetric LSHs in the context of vector search and retrieval architectures.

In conclusion, retrieval architectures and vector search techniques, such as LSH and its variants, play a crucial role in addressing the MIPS problem in Neural Information Retrieval. L2-ALSH(SL), SIGN-ALSH(SL), and SIMPLE-LSH are examples of LSH-based methods that have been proposed for MIPS. Parameter tuning and optimization are important for achieving the best hashing quality, and the choice between symmetric and asymmetric LSH depends on the specific requirements of the problem.
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Title: Retrieval Architectures and Vector Search - Locality sensitive hashing approaches

Locality sensitive hashing (LSH) is a technique used in information retrieval to solve the nearest neighbor problem. LSH function families have the property that objects that are close to each other have a higher probability of colliding than objects that are far apart [REF2]. LSH solves the decision version of the nearest neighbor problem, while kd-tree solves the optimization version. However, the reduction overhead in kd-tree increases the running time [REF0].

To achieve high search accuracy, the LSH method needs to use multiple hash tables to produce a good candidate set. The basic LSH method requires over a hundred and sometimes several hundred hash tables to achieve good search accuracy for high-dimensional datasets [REF3]. This approach does not satisfy the space-efficiency requirement. To address this issue, an entropy-based LSH method has been proposed, which generates randomly perturbed objects near the query object and queries them in addition to the query object [REF3]. This method reduces the space requirement of the basic LSH method while still achieving good search accuracy [REF3].

Another approach to improve the efficiency of LSH is the multi-probe LSH method. This method effectively reduces the space requirement while achieving the desired search quality with more probes [REF1]. Experimental studies have shown that multi-probe LSH achieves similar search quality for different values of K, the number of nearest neighbors [REF1]. By using more probes, the multi-probe LSH method can effectively reduce the space requirement without compromising search quality [REF1].

The memory requirement for LSH algorithms depends on the number of data objects and the number of hash tables used. In typical scenarios, the memory requirement can be reduced by storing the hash values implicitly instead of explicitly concatenating them [REF6]. This reduces the memory requirement per data point, making the LSH algorithm more space-efficient [REF6].

LSH has been widely studied in the context of similarity search in high-dimensional spaces. An ideal indexing scheme for similarity search should be accurate, time-efficient, and space-efficient [REF7]. LSH techniques aim to achieve these properties by using hash functions that increase the probability of collision for similar objects and reduce the space requirement for indexing [REF2] [REF3] [REF6] [REF7].

In summary, LSH approaches provide efficient solutions to the nearest neighbor problem in information retrieval. These approaches use hash functions to increase the probability of collision for similar objects and reduce the space requirement for indexing. The multi-probe LSH method and the entropy-based LSH method are two variations that improve the efficiency and space requirement of LSH algorithms. By using multiple hash tables and more probes, these methods achieve high search accuracy while reducing the space requirement.
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Title: Retrieval Architectures and Vector Search - Vector quantisation approaches

Vector quantisation is a widely used technique in information retrieval systems for efficient representation and retrieval of high-dimensional data. It involves mapping data points to a set of centroids in a codebook, thereby reducing the dimensionality of the data. In this section, we discuss retrieval architectures and vector search techniques based on vector quantisation approaches.

One approach to vector quantisation is the use of product quantisers, where the quantisation function associated with each component may be different [REF3]. Product quantisers have the advantage of producing a large set of centroids from several small sets of centroids, which are associated with subquantisers. This approach allows for efficient representation of data distributions and reduces the complexity of learning the quantiser [REF3]. However, the explicit storage of the codebook may not be efficient [REF3].

Another vector quantisation approach is the use of inverted file with asymmetric distance computation (IVFADC) indexing system [REF4]. In IVFADC, a query vector is assigned to multiple indexes, corresponding to the nearest neighbors of the query vector in the codebook. This multiple assignment strategy allows for efficient search by scanning the inverted lists associated with the assigned indexes [REF4]. IVFADC has been shown to provide good search efficiency, especially for larger database sizes [REF7].

The design of vector quantisers can be guided by techniques such as variable-rate coding and entropy-constrained quantisation [REF1]. Variable-rate vector quantisers allow for the allocation of different numbers of bits to different components of the vector, providing a simple and exact solution to the bit allocation problem [REF1]. Entropy-constrained vector quantisers, on the other hand, trade off compression performance with added complexity, but can achieve excellent compression ratios [REF1].

In recent years, there has been a focus on developing vector quantisation methods that are suitable for large-scale applications [REF9]. These methods aim to limit the memory usage while still providing efficient retrieval of large amounts of data. For example, Torralba et al. proposed a method that represents images using a single global descriptor and maps it to a short binary code [REF9]. The search for nearest neighbors is then approximated using Hamming distances between the codes [REF9]. Spectral hashing (SH) has also been shown to outperform other binary codes in large-scale retrieval tasks [REF9].

Overall, vector quantisation approaches offer efficient retrieval architectures and vector search techniques for high-dimensional data. Product quantisers and IVFADC indexing systems provide effective ways to represent and search for data points in large databases. Additionally, techniques such as variable-rate coding and entropy-constrained quantisation contribute to the design of efficient vector quantisers. The development of methods suitable for large-scale applications further enhances the applicability of vector quantisation in neural information retrieval systems.
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Title: Retrieval Architectures and Vector Search - Graph approaches

Graph-based approaches have gained significant attention in the field of neural information retrieval due to their ability to capture complex relationships and dependencies among data points. These approaches leverage graph structures to model the similarity and connectivity between documents, enabling efficient and effective retrieval of relevant information. In this section, we discuss retrieval architectures and vector search techniques based on graph approaches.

One popular graph-based retrieval architecture is the Navigable Small World (NSW) graph [REF0]. NSW is a multilayer graph that organizes data points in a hierarchical manner, allowing for efficient search and retrieval operations. The construction of the NSW graph involves establishing connections between elements based on their similarity, with the goal of creating a small-world network topology. The NSW graph exhibits logarithmic scalability and provides an effective solution for approximate k-nearest neighbor (K-NNG) search problems [REF2].

The construction of the NSW graph involves several steps. Initially, an enter point is selected as the starting point for the graph construction. The graph is then built layer by layer, with each layer representing a different level of similarity. The connections between elements are established based on their proximity in the graph. The NSW graph construction algorithm employs a greedy search algorithm to approximate the K-NNG problem [REF2]. This algorithm iteratively searches for the nearest elements to a given query, expanding the search to lower layers of the graph. The connections between elements are updated based on the search results, ensuring the graph's connectivity and accuracy [REF0].

Another graph-based approach for vector search is the decentralized algorithm [REF9]. This algorithm utilizes lattice distance to determine the proximity between data points. In each step, the current message-holder selects a contact that is as close to the target as possible. The algorithm operates in phases, with each phase representing a different level of lattice distance. The decentralized algorithm efficiently explores the graph structure, enabling effective vector search operations [REF9].

Graph-based retrieval architectures offer several advantages in neural information retrieval. Firstly, they capture complex relationships and dependencies among data points, allowing for more accurate and context-aware retrieval. Secondly, these architectures provide efficient search and retrieval operations, enabling real-time processing of large-scale datasets. Lastly, graph-based approaches can be easily parallelized and distributed across multiple machines, facilitating scalability and performance improvements [REF3].

In summary, retrieval architectures and vector search techniques based on graph approaches have shown promising results in neural information retrieval. The NSW graph and the decentralized algorithm are examples of effective graph-based approaches that leverage the connectivity and similarity relationships between data points. These approaches provide efficient and accurate retrieval operations, making them suitable for various applications in the field of information retrieval.
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[REF5] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF69\_f17c6e164ccc7ec1ad91b3fbbafe8f84664e9803.pdf Title: Efficient K-Nearest Neighbor Graph Construction for Generic Similarity Measures Chunk of text: Assume we already have an approximate K-NNG B, and for every v ∈ V , let B ′ [v] = S v′∈B[v] B[v ′ ] be the set of points we explore trying to improve B. If the accuracy of B is reasonably good, such that for certain fixed radius r, for all v ∈ V , B[v] contains K neighbors that are uniformly distributed in Br(v), then assuming independence of certain events and that k ≪ |Br/2(v)|, we can conclude that B ′ [v] is likely to contain K neighbors in Br/2(v). In other words, we expect to halve the maximal distance to the set of approximate K nearest neighbors by exploring B ′ [v] for every v ∈ V .

[REF6] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF70\_c197ecb6a6987667cadcb498136989af1827cce0.pdf Title: Approximate Nearest Neighbor Algorithm based on Navigable Small World Graphs Chunk of text: Proposed data structure has construction time Oðn log2 n= log log nÞ and search time Oðn1Θð1= log log nÞ Þ in high dimensions and OðnαÞ; ð0oαo1Þin low dimensions. In general, currently there are no methods for effective exact NNS in high-dimensionality metric spaces. The reason behind this lies in the “curse” of dimensionality . To avoid the curse of dimensionality while retaining the logarithmic cost on the number of elements, it was proposed to reduce the requirements for the kNN problem solution, making it approximate (Approximate kNN). There are two commonly used definitions of the approximate neighbor search. One class of methods proposed to search with predefined accuracy ε (ε-NNS). It means that the distance between the query and any element in the result is no more than 1þε times the distance from query to its true k-th nearest neighbor.

[REF7] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF69\_f17c6e164ccc7ec1ad91b3fbbafe8f84664e9803.pdf Title: Efficient K-Nearest Neighbor Graph Construction for Generic Similarity Measures Chunk of text: • How to pick a suitable set of parameters? • How does intrinsic dimensionality affect performance? The last question is answered by an empirical study with synthetic data. 4.1 Overall Performance Table 2 summarizes the performance of our method on all the datasets and similarity measures under two typical settings: the default setting (ρ = 1.0) achieving highest possible accuracy and a “fast” setting (ρ = 0.5) with slightly lower accuracy. We see that even with the fast setting, our method is able to achieve ≥ 95% recall, except for DBLP and Flickr. for which recall is below 90%. By putting in more computation with the default setting, we are able to boost recall for the more difficult datasets to close or above 90%.
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Title: Retrieval Architectures and Vector Search - Optimisations

In the field of neural information retrieval, retrieval architectures and vector search play a crucial role in optimizing the efficiency and effectiveness of the retrieval process. Various techniques and optimizations have been proposed to enhance the retrieval performance. This section discusses some of the key retrieval architectures and vector search optimizations that have been explored in the literature.

One approach to improve retrieval efficiency is through the use of encoding techniques such as Product Quantization (PQ) [REF0]. PQ encodings allow for the compression of vectors into smaller representations, which can significantly reduce the memory footprint and computational requirements during retrieval. Different PQ encodings, such as 16, 32, and 64 byte encodings, have been investigated to find the optimal trade-off between efficiency and quality [REF0].

Another important aspect of retrieval architectures is the selection of relevant passages or documents. Cross-attention models have been shown to be effective in reranking and selecting relevant passages [REF1]. These models leverage cross-attention between the question and the passage to improve the selection process. While cross-attention is not feasible for retrieving relevant passages in a large corpus, it has been successfully applied to selecting passages from a small number of retrieved candidates [REF1].

In the context of dense retrieval, several training methods have been explored to optimize the retrieval performance. Random negative sampling baselines, such as Rand Neg and In-Batch Neg, have been used to train dense retrieval models [REF2]. Rand Neg randomly samples negatives from the entire corpus, while In-Batch Neg uses other queries' relevant documents in the same batch as negative documents [REF2].

Efficiency and effectiveness are two key factors in retrieval systems. Query embedding pruning has been proposed as a technique to address the limitations of using all query embeddings for retrieval [REF3]. Not all query embeddings contribute equally to the effectiveness of the retrieval system, and many documents are retrieved by each query embedding. By selectively pruning query embeddings, it is possible to achieve effective and efficient dense retrieval [REF3].

Vector search optimizations also play a crucial role in improving retrieval efficiency. In the context of neural rankers, efficient computation of scores is essential. One approach is to compute a batch dot-product between the query and document embeddings, followed by reduction operations to obtain the scores of each document [REF4]. This computation is relatively cheap compared to existing neural rankers, as the cost is dominated by the gathering and transferring of pre-computed embeddings [REF4].

In addition to efficiency, retrieval effectiveness is also a key consideration. Constrained clustering has been shown to be effective in improving the retrieval effectiveness of dense retrieval models [REF5]. By applying constrained clustering, the memory and time efficiency of dense retrieval can be substantially improved, outperforming various retrieval models in terms of retrieval effectiveness, memory efficiency, and time efficiency [REF5].

While these retrieval architectures and vector search optimizations have shown promising results, further studies are required to fully understand their behavior and potential limitations [REF6]. Additionally, training efficiency is another important aspect to consider. End-to-end training has been shown to optimize the ranking performance for different compression techniques, making it suitable for improving the performance of compressed indexes [REF7].

In summary, retrieval architectures and vector search optimizations play a crucial role in enhancing the efficiency and effectiveness of neural information retrieval systems. Techniques such as encoding, passage selection models, query embedding pruning, and efficient computation of scores have been explored to improve retrieval performance. Further research is needed to fully understand the behavior and limitations of these techniques and to develop more efficient and effective retrieval architectures.
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Title: Learned Sparse Retrieval - Document expansion learning

In the context of neural information retrieval, learned sparse retrieval techniques have gained significant attention due to their ability to improve retrieval performance by incorporating learned representations and models. One approach in this area is document expansion learning, which aims to enhance the retrieval process by expanding the original document representation with additional information.

Gradual unfreezing is a fine-tuning method that has been applied to language models to improve their performance [REF0]. This approach involves gradually unfreezing the layers of the model during fine-tuning, starting from the top layer and progressively including lower layers. By updating the parameters of the model's layers over time, gradual unfreezing allows for better adaptation and optimization. In the context of encoder-decoder models, layers in both the encoder and decoder are unfrozen in parallel, starting from the top. This approach ensures that the shared parameters, such as the input embedding matrix and output classification matrix, are updated throughout the fine-tuning process.

Support vector regression (SVR) with the radial basis function (RBF) kernel has been used in the prediction of term weights for retrieval models [REF1]. SVR maps the original features into a higher dimensional space and aims to find a linear solution that is as flat as possible in this space. The RBF kernel, in particular, measures vector similarity based on the Gaussian distribution function, allowing for the localization of the impact of training samples during testing. This enables SVR to fit complex non-linear regression models. In the context of retrieval, SVR with the RBF kernel has shown promising results in improving term weight prediction.

When conducting experiments and studies in neural information retrieval, it is important to consider the trade-off between exploring various factors and keeping the study feasible [REF2]. While a comprehensive exploration of all factors may be prohibitively expensive, it is still valuable to consider combinations of different approaches. For instance, encoder-only models like BERT are designed for specific tasks such as classification or span prediction, but may not be suitable for generative tasks like translation or summarization. Therefore, it is necessary to adapt existing approaches and architectures to suit the specific requirements of the study.

Efficient term recall prediction can significantly speed up the retrieval process by reusing previously determined recall values [REF3]. By avoiding the generation of features and prediction stages, the recall value of a previous occurrence of the same term can be reused. This approach leverages the regularity of recall values for recurring terms, leading to improved efficiency in retrieval. Additionally, the prediction framework for recall values in retrieval can be seen as a transfer learning task, where learning occurs across different queries and contributes to the overall retrieval performance.

Term mismatch is a well-known challenge in retrieval models, and various methods have been proposed to address this issue [REF4]. These methods aim to improve the matching between terms in documents and queries, either by considering the document's end, the query's end, or both ends. Semantic analysis techniques, such as concept identification or synonym identification, have also been employed to enhance the semantic level matching in retrieval. Furthermore, diagnostic interventions have been explored to improve problematic areas of queries, leading to more effective retrieval models.

The architecture of encoder-decoder models with shared parameters and full attention across input and target sequences has shown similarities to BERT for classification tasks [REF5]. By following a text-to-text framework, the prefix language model (LM) architecture closely resembles BERT. This architecture has been applied to various tasks, such as natural language inference, where the premise and hypothesis are transformed into a sequence for language modeling. The utilization of encoder-decoder models in retrieval tasks provides a flexible and adaptable approach to address different information retrieval challenges.

Sparse representation learning methods, such as SparTerm, offer opportunities to improve the ranking performance of term-based representations while maintaining interpretability and efficiency [REF6]. SparTerm has demonstrated superior performance compared to previous sparse models, even outperforming models based on larger pre-trained language models. The transfer of deep knowledge from pre-trained language models to sparse methods has provided valuable insights into sparse representation learning. This research area intersects with bag-of-words (BoW) methods and pre-trained language models for text retrieval, offering new avenues for exploration and improvement.

In the context of recall-based term weighting, predicted recall values have been utilized as user term weights in retrieval experiments [REF7]. Various prediction features, such as inverse document frequency (idf), term centrality, concept centrality, replaceability, and abstractness, have been employed to estimate recall values. These models have been trained on previous TREC queries and tested using cross-validation on subsequent TREC queries. The performance of the models has been evaluated using different cross-validation techniques, demonstrating the effectiveness of recall-based term weighting.

The theoretical consistency between multiple pocket document models and single pocket relevance models remains an open question for future research [REF8]. While document expansion learning techniques have shown promising results, further investigation is needed to understand the theoretical implications and potential limitations of these models. Experimental studies have been conducted to evaluate the performance of retrieval using recall-based term weighting, comparing it with baselines such as language models with Dirichlet smoothing and Okapi BM25. These studies provide insights into the effectiveness of recall term weighting and its impact on retrieval performance.

The size of the dataset plays a crucial role in the overfitting of models to specific tasks [REF9]. To address this issue, mixing proportions can be set based on the size of each task's dataset. However, it is important to consider the inclusion of unsupervised tasks, which may have significantly larger datasets compared to supervised tasks. Sampling in proportion to each dataset's size may result in undertraining on supervised tasks. Therefore, careful consideration is required to ensure a balanced training process that accounts for the varying sizes of datasets across different tasks.
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Title: Learned Sparse Retrieval - Impact score learning

Impact score learning is a technique used in neural information retrieval to assign semantic importance to each token of a document without the need for queries [REF2]. This approach leverages the learned term-weighting scheme to predict the relevance of each token and generate impact scores for efficient retrieval [REF2]. The impact scores are computed by representing each document as a list of term-score pairs, which are then converted into an inverted index [REF2]. This index can be deployed and searched as usual for efficient query processing [REF2].

One important aspect of impact score learning is the computation of impact scores. To address the space requirements of storing floating-point values per posting, quantized impact scores are used, which belong to the range of [1, 2^b - 1], where b is the number of bits used to store each value [REF5]. Experimental results have shown that quantizing the scores using linear quantization with b = 8 does not result in any noticeable loss in precision compared to the original scores [REF5]. During query processing, the quantized scores of the document terms matching the query are summed up to compute the query-document score [REF5].

DeepImpact is a neural model that utilizes impact score learning for efficient retrieval [REF2]. It has been compared with other methods such as BM25, DeepCT, and DocT5Query, and has shown promising results as a first-stage ranker [REF7]. However, it has been observed that the distribution of scores induced by BM25, which is exploited more efficiently by the MaxScore algorithm, is not efficiently exploited by DeepImpact due to its learned scores [REF3]. Further research is needed to optimize the query processing speed of DeepImpact [REF3].

In summary, impact score learning is a technique in neural information retrieval that assigns semantic importance to each token of a document without the need for queries. It leverages a learned term-weighting scheme to predict the relevance of each token and generate impact scores. These scores are quantized and stored in an inverted index for efficient query processing. DeepImpact is an example of a neural model that utilizes impact score learning for efficient retrieval, although further research is needed to optimize its query processing speed [REF2][REF3][REF5][REF7].
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Title: Learned Sparse Retrieval - Sparse representation learning

Sparse representation learning has gained significant attention in the field of Neural Information Retrieval (NIR) due to its ability to capture important features while reducing the dimensionality of the data. This section focuses on the use of learned sparse retrieval techniques, specifically sparse representation learning, in the context of NIR.

One popular approach in learned sparse retrieval is the use of dense retrieval models based on BERT Siamese architectures [REF0]. These models have become the standard approach for candidate generation in Question Answering and Information Retrieval tasks. Recent works have highlighted the importance of training strategies to achieve state-of-the-art results, including improved negative sampling and distillation techniques [REF0]. However, these models often suffer from scalability issues when applied to large collections, as they require storing embeddings for each (sub)term [REF0].

To address the scalability concern, approximate nearest neighbors (ANN) search has been proposed as a solution [REF0]. ANN search allows for efficient retrieval by finding approximate nearest neighbors instead of exact matches. However, the impact of using ANN search on IR metrics has been relatively unexplored [REF0]. Most studies report results using exact, brute-force search, providing limited insights into the actual computational cost of these models [REF0].

Sparse lexical representations have been proposed as an effective approach for first-stage ranking in learned sparse retrieval [REF1]. The SparTerm model predicts the importance of each token in a BERT WordPiece vocabulary based on the logits of the Masked Language Model (MLM) layer [REF1]. The importance predictors are then summed over the input sequence tokens to obtain the final representation [REF1]. By applying ReLU, the positivity of term weights is ensured [REF1]. This approach allows for efficient and effective ranking, as demonstrated by the SPLADE model [REF1].

In terms of efficiency, pruning techniques have been explored to reduce the dimensionality of sparse representations [REF2]. By pruning the vectors, the vocabulary size can be significantly reduced without a significant impact on ranking effectiveness [REF2]. For example, in one study, pruning to a vocabulary size of 1000 resulted in virtually no difference in ranking effectiveness compared to the original vocabulary size [REF2]. Additionally, the computation of query representations in sparse retrieval models can be parallelized with the initial retrieval process, minimizing the impact on query-time latency [REF2].

Joint training of importance predictors and gating controllers has also been investigated in learned sparse retrieval [REF3]. By leveraging the supervisory ranking signal, the training of these components can be guided to improve overall performance [REF3].

Experimental evaluations of learned sparse retrieval techniques have been conducted on benchmark datasets such as MSMARCO [REF3]. These datasets consist of real-world queries and passages, allowing for comprehensive evaluation of the proposed models [REF3].

In conclusion, learned sparse retrieval techniques, particularly sparse representation learning, have shown promise in improving the efficiency and effectiveness of information retrieval systems. By leveraging techniques such as approximate nearest neighbors search, sparse lexical representations, pruning, and joint training, researchers have made significant advancements in this field. However, further research is needed to explore the scalability and generalizability of these techniques to larger collections and diverse domains.
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